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Activities on Approved Program for Mathematics, Data science and AI Smart
Higher Education at Kyutech, using space weather data

#Akiko Fujimoto®

(IKyushu Institute of Technology

To strengthen the competitiveness of companies and achieve sustainable growth, it is necessary to fundamentally transform
business models using data and digital technologies at the national level, and this transformation is called Digital Transfor-
mation (DX). As human resources responsible for this DX, the AI Strategy 2019 requires personnel who understand and can
utilize mathematics, data science, and Al. To develop human resources with these skills, the Ministry of Education, Culture,
Sports, Science and Technology (MEXT) has established the ”Approved Program for Mathematics, Data science and Al
Smart Higher Education” (MDASH) to approve educational programs at universities, junior colleges, and technical colleges.

Kyushu Institute of Technology has received MDASH Literacy approval for its educational programs, which aim to pro-
duce highly skilled engineers who can apply and utilize their knowledge of mathematics, data science, and Al to a variety of
specialized fields. As a specific example, we have held hands-on training workshops on machine learning for students and
staff from across the university. In addition, the PBL (Project Based Learning) course for information engineering graduate
students provides practical data science training, such as designing machine learning models and making inferential predic-
tions using space weather data. Through the basic and specialized subjects offered in the lower and upper grades, as well as
exercises and experiments, students can acquire the ability to apply their knowledge of mathematics, data science, and Al to
their specific fields of expertise.
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Classification of Satellite-Obtained Time Series Data: A Comparative Study of
Rule-Based and Machine-Learning Approaches

#Satoko Saital),Mariko Teramoto? ,Kentarou Kitamura®)
(1National Institute of Technology, Kitakyushu College,?Kyushu Institute of Technology, ®Kyushu Institute of Technology

Due to communication volume constraints, nanosatellites conducting scientific observations must reduce downlink data
through onboard data preprocessing. Therefore, we conducted a study to classify time series data of the geomagnetic field
obtained from the SWARM satellite, aiming to determine the most suitable onboard classification method for phenomena
in the geomagnetic field. We employed rule-based, K-means, and combined CNN methods for the classifications. The
experimental results clearly demonstrated the effectiveness of the machine-learning model with LSTM networks.
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Response of Pi2 activity to solar wind conditions modelled with an echo state net-
work

#Shin Nakano!:2) ,Ryuho Kataoka® ,Masahito Nose?)

(IThe Institute of Statistical Mathematics, 2Joint Support Center for Data Science Research, ®National Institute of Polar
Research,(*Nagoya City University

The relationship between solar wind conditions and substorm activity is modelled with an approach based on an echo state
network. Substorms are a fundamental physical phenomenon in the magnetosphere-ionosphere system. However, it is dif-
ficult to deterministically predict substorm onsets because of complex physical processes underlying substorm occurrences.
We treat a substorm onset as a stochastic phenomenon and represent stochastic occurrences of substorms with a nonstation-
ary Poisson process. The occurrence rate of substorms is then described with an echo state network model. We apply this
approach to a list substorm onsets identified from time series of the Wp index, which indicates the activity of Pi2 pulsations.
We analyse the response of substorm activity to solar wind conditions by feeding synthetic solar wind data into the echo
state network. The results showed that the effect of the solar wind speed is important. Even if the interplanetary magnetic
field (IMF) is northward, a Pi2 pulsation can often occur under high-speed solar wind conditions. We also observe spiky
enhancements in the occurrence rate of substorms when the solar wind density abruptly increases, which might suggest an
external triggering due to a sudden impulse of solar wind dynamic pressure. The northward turning of the IMF is also likely
to contribute to substorm occurrences, although the effect is minor.
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Antenna Array Calibration in EISCAT 3D

#Taishi Hashimoto®, Yasunobu Ogawa®)
(INational Institute of Polar Research

EISCAT_3D is an international research infrastructure consisting of three (or five in the final design) phased-array
incoherent-scatter radars in the northmost areas of Norway, Finland, and Sweden. The radar system is capable of volumetric
and interferometric imaging of physical quantities with broad spatial coverage and fine resolution. It will thus cover vast
research fields, including studies of the atmosphere and near-Earth space environment, the solar system and radio astronomy,
space weather forecast, and space debris monitoring.

Aiming for the first light of the EISCAT_3D in 2023, one of our recent focuses is on calibrating the antenna array. Antenna
array calibration is crucial for the quality of acquired data, especially if the radar system targets very weak signals such as
incoherent scattering. Specifically, calibration here refers to; 1. fine measurement of antenna location and orientation, 2.
timing and gain adjustment of transmitters/receivers, and 3. estimating overall system noise temperature and beam pointing
accuracy. To achieve these goals, we developed several calibration schemes that use three calibration towers near the antenna
arrays or radio emissions from celestial objects.

Another critical topic is hard target echo removal (HTER), which automatically cleans data for security reasons. We need
to carefully design the procedure for the HTER to mitigate data losses, so we estimated what procedure of HTER discards
what percent of data.

In this presentation, we will report the current status of the software development of the EISCAT_3D, particularly the part
that assures the quality of acquired data.
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Current status and future perspective of auroral data archive at National Institute
of Polar Research

#Akira Kadokural:2:3), Yasunobu Ogawa2>3),Yoshimasa Tanaka1’2’3),Ryuho Kataoka23)

(1ROIS-DS/PEDSC, 2NIPR,(3SOKENDAI

Current status and future perspective of the data archive of ground-based observation data on auroral phenomena (optical
aurora, geomagnetic field, VLF wave, ULF wave, CNA, etc.) managed by the Space and Upper Atmospheric Sciences
(SUAS) group in the National Institute of Polar Research (NIPR) will be introduced.

The SUAS group in NIPR has carried out for long time the auroral observations at Syowa Station and other stations in
Antarctica, and at Iceland, Greenland, Norway, Sweden, Finland, and Alaska in Arctic region, and many data have been
stored in NIPR in various form in various media, including analogue recordings in early stage of the history.

Although some of those data have been opened for public through some WEB pages or the IUGONET system, data
processing and data opening of many other data, including analogue data or original high time resolution data, are not enough
even now for promoting the data utilization, collaboration with researchers inside and outside NIPR.

On the other hand, as a collection of the World Data Center for Aurora established in NIPR in 1981, historical all-sky
camera observation data since the IGY period from many stations in the world have been also archived in NIPR in the form
of microfilm data, and degradation of the film quality has been a serious issue to maintain such a precious archive, a kind of
“an endangered species”.

In our presentation, such a current status will be introduced and a future perspective will be discussed.
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Recent advances in geomagnetic database development of INTERMAGNET
Seiki Asari®) #Shun Imajo®
(1Kakioka Magnetic Observatory, Japan Meteorological Agency,?DACGSM, Graduate School of Science, Kyoto University

INTERMAGNET (International Real-time Magnetic Observatory Network), a network member of the World Data System
(WDS), is an international collaboration project that promotes the expansion of global network of magnetic observatories and
their data quality control and distribution. As of June 2022, INTERMANGET consists of 52 institutions in 38 countries that
operate 122 Intermagnet Observatories (IMOs) and five data servers called Geomagnetic Information Nodes (GINs) around
the world, including three IMOs of JMA (Kakioka, Memanbetsu, and Kanoya) and a GIN of WDC for Geomagnetism, Kyoto
(Kyoto GIN).

In recent years, INTERMAGNET has made a notable progress in the quality control of its definitive data sets for official
publication, as well as in the renewal of the data management system:

- Discontinuation of the data distribution on physical media (CDs and DVDs), followed by start of online distribution of
the INTERMAGNET Reference Data Sets (DOI-assigned definitive 1-minute data sets)

- Establishment of a task team that manually inspects the data quality of INTERMAGNET definitive 1-minute values and
supervises relevant IMOs

- Development of a data quality control system for the publication of INTERMAGNET definitive 1-second values, includ-
ing that of IMBOT software to assist quality control by the task team

- Construction of online publication server for INTERMAGNET definitive data consisting of a HTML-based portal and a
server implementing HAPI (Heliophysics Application Programmer’s Interface; Weigel et al. 2021)

In addition to the quality-assured definitive data, INTERMAGNET also provides quasi-definitive and quasi-realtime data,
which are released within 3 months and 1 hour from acquisition. The publication of 1-second values is expected to make a
further contribution to data-driven research, and will have a wider impact on the SGEPSS research area. In this talk, we will
report on recent developments in geomagnetic data dissemination through INTERMAGNET and introduce the contributions
of Kakioka and WDC Kyoto.
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Current status of metadata design and development at NII-RDC
#Yasuyuki Minamiyama®
(INational Institute of Informatics

Inrecent years, there has been international progress in developing platforms that support the reproducibility and reusability
of research data. In Japan, the ”Basic Approach on Publicly Funded Research Data Management and Utilization,” released in
April 2021, outlines the approach of an integrated data platform that will be realized by linking the NII Research Data Cloud
(NII-RDC) with various data platforms. In realizing this approach, the metadata design connecting NII-RDC and various
data platforms is a crucial issue. This presentation will show an overview of the efforts to design, create, use, and manage
metadata in NII-RDC. Also, I will introduce the development status of the NII-RDC application profile to realize efficient
connection for NII-RDC and various data platforms.
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Status and plan of planetary exploration missions’ data archive in PDS4 at
ISAS/JAXA

#Shinya Murakami®), Yoshihiko Yamada®), Yasuhiro Yokota'),Shoko Oshigami®), Yukio Yamamoto®),Hiroyuki Sato!)
(1Japan Aerospace Exploration Agency

Data archive for planetary exploration missions at ISAS had been prepared by each mission team (project). It sometimes
caused loss of know-how and lack of continuity between old and new projects. To create data archive with more reasonable
manner, Lunar and Planetary Exploration Data Analysis Group at ISAS/JAXA (JLPEDA) started working on archiving of
data acquired by planetary exploration missions at JAXA in 2021. As of June 2023, we are working on PDS4 archives on
Hayabusa2, Akatsuki, SLIM/MBC, MMX through MMX Data Processing Working Team (DPWT), and BepiColombo/MMO
(Mio) which archiving is primarily conducted by the Center for Heliospheric Science in Nagoya University.

While keeping our current PDS4 related activities, we also thinking on migration of the Kaguya/SELENE mission’s PDS3
and pseudo-PDS3 datasets to PDS4.

We will report our current activity and future plan for the PDS4 archives of the JAXA’s planetary exploration missions in
detail.
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Development of a science data archive of BepiColombo/MMO compliant with
Planetary Data System

#Tomoaki Hori),Yoshizumi Miyoshi?),ChaeWoo Jun®),Atsuki Shinbori®) , Takuya Sori®) Diptiranjan Rout® Satoko
Nakamura” , Tomonori Segawa®),Shoya Matsuda®) ,Shinya Murakami®),Sae Aizawa'®),Yuki Harada'") ,Iku Shinohara'?,Go
Murakami'®), Takuya Hara'®

(Unstitute for Space-Earth Environmental Research, Nagoya University,®Institute for Space-Earth Environement Re-
search, Nagoya University, ®Institute for Space-Earth Environmental Research,*Institute for Space-Earth Environmental
Research, Nagoya University, ®Institute for Space-Earth Environmental Research, Nagoya University, *ISEE, Nagoya
University,("Nagoya University,®Kanazawa University,(°Japan Aerospace Exploration Agency,'’ISAS/JAXA, University
of Pisa,(*!Graduate School of Science, Kyoto University,('2Japan Aerospace Exploration Agency/Institute of Space and
Astronautical Science,(!3Institute of Space and Astronautical Science, Japan Aerospace Exploration Agency,**University
of California, Berkeley

The Center for Heliospheric Science (CHS), operated by the Institute for Space-Earth Environmental Research (ISEE)
at Nagoya University, Japan Aerospace Exploration Agency (JAXA), and the National Astronomical Observatory of Japan
(NAOJ), has been working on the development of a science data archive for the Mercury Magnetospheric Orbiter (MMO,
also known as Mio) spacecraft of the BepiColombo project, as well as the Arase and Hinode projects. The spacecraft
carries five scientific instruments and each of them yields a variety of datasets depending on the observation / data rate mode
with which the instrument is operated. Following the convention and heritage developed for past satellite missions in the
solar-terrestrial physics research field, we plan to archive and then release data as data files in Common Data Format (CDF),
Flexible Image Transport System (FITS) format, or Ascii format. Besides the data format, all planetary exploration missions
including BepiColombo have to archive science data in a form that adheres to the standards of NASA Planetary Data System
(PDS), due to the recommendations from the international planetary data alliance (IPDA). This means that a data archivist
has to create (and keep updating until the final delivery to a permanent archive system) not only science data files but also
many metadata files and documentations in eXtensible Markup Language (XML) including a PDS label attached to each
science data file. The metadata part in data files, therefore, needs special consideration in terms of the design to allow an
archivist to prepare both data files and PDS labels as automatically as possible so that the data archive can be maintained
with the least manual effort. The development of the MMO data archive in CHS is still in an experimental design phase: we
identify and review each use case to build up the best practices for creating data files and PDS labels. In the presentation,
we briefly describe how the PDS standards were established and what they require for data archives, and then introduce our
tentative plan and perspectives for the MMO data archive for further discussion.
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Current status of the cross-disciplinary data catalog AMIDER
#Masayoshi Kozai®), Yoshimasa Tanaka® ,Shuji Abe!),Yasuyuki Minamiyama?),Atsuki Shinbori®)
(1ROIS-DS,®National Institute of Informatics, ®Institute for Space-Earth Environmental Research, Nagoya University

The Polar Environment Data Science Center (PEDSC) of the Joint Support-Center for Data Science Research (DS), Re-
search Organization of Information and Systems (ROIS), has been supporting and promoting the data management, publica-
tion, and utilization mainly in polar science. We are developing AMIDER, a database application that provides comprehensive
browsing and access to data in various scientific fields such as bioscience, geoscience, and space science. In this presentation,
we will introduce AMIDER and report on the preparation for a test operation that will start this year.
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IUGONET metadata and DOI registrations of GAIA simulation data via im-
provements of DOI registration system

#Chihiro Tao"),Hidekatsu Jin!) ,Hiroyuki Shinagawa?),Yasunobu Miyoshi®) Hitoshi Fujiwara®) ,Masahito Nose®),Yasuhiro
Murayama®), Atsuki Shinbori®), Yoshimasa Tanaka” ,Shuji Abe®) Michi Nishioka®),Satoshi Andoh?)

(1National Institute of Information and Communications Technology, ?International Research Center for Space and Planetary
Environmental Science, Kyushu University, ®Department of Earth and Planetary Sciences, Faculty of Sciences, Kyushu
University, *Seikei University, ®School of Data Science, Nagoya City University, ®Institute for Space-Earth Environmental
Research, Nagoya University,("National Institute of Polar Research, ®Joint Support-Center for Data Science Research, Joint
Support-Center for Data Science Research, Inter-university Research Institute Corporation Research Organization of Infor-
mation and Systems

The Ground-to-topside model of Atmosphere and Ionosphere for Aeronomy (GAIA) is an Earth’s atmosphere —
ionosphere coupled model that treats seamlessly the neutral atmospheric region from the troposphere to the thermosphere
as well as the thermosphere — ionosphere interactions, including electrodynamics self-consistently. Basic parameters
for mesosphere, thermosphere, and ionosphere regions simulated by GAIA are archived and published at the website
https://stage.nict.go.jp/spe/gaia/data_e.html. Not only developers but also domestic and foreign researchers access and
analyze the dataset targeting various phenomena.

We are working to register GAIA data into [IUGONET (Inter-university Upper atmosphere Global Observation NETwork)
metadata system and apply DOI (digital object identifier) publication. [IUGONET is developing a comprehensive database
for various observation data of upper atmospheres achieved by a global ground observation network. Although the simulation
outputs by GAIA are not observation results, they have a complementary role to deepen the understanding of the observation
results and nature. We consider the registration is useful way to inform the dataset widely.

In the approach to the registration, we found difficulty peculiar to simulation data. Since the former version of [UGONET
based on the schema SPASE-2.2.6 is for observation dataset, there are not applicable parameters for the simulation data.
Currently, the version of SPASE on which IUGONET is based was updated, and the registration of GAIA simulation is
underway.

We plan to use the system which converts from the [UGONET metadata to DOI registration files. More than 200 dataset
was DOI published using this system. We also plan to update the system to meet the updated SPASE schema used by
IUGONET. In this presentation, we introduce the current status and future plans of GAIA database publishing.
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GAIA 1717 — X122\ T, IUGONET (Inter-university Upper atmosphere Global Observation NETwork) ® X & 7 —
&%k & O DOI (digital object identifier) {15 D F#i & 2D T 5, IUGONET 3, EERBHEOM EBRAIA v b v —
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Current status and future plans of the IUGONET project

#Shuji Abe®),Yoshimasa Tanaka?),Atsuki Shinbori®),Masahito Nose®) ,Satoru UeNo®),Shun Imajo® ,Fuminori Tsuchiya”
(1ROIS-DS,(®National Institute of Polar Research,®Institute for Space-Earth Environmental Research, Nagoya
University,(*Nagoya City University,® Astronomical Observatory, Graduate School of Science, Kyoto University, ®Data
Analysis Center for Geomagnetism and Space Magnetism, Graduate School of Science, Kyoto Univ.,("Planetary Plasma and
Atmospheric Research Center, Graduate School of Science, Tohoku University

Inter-university Upper atmosphere Global Observation NETwork (IUGONET) promotes interdisciplinary research by
supporting the publish and sharing of data in Solar-Terrestrial Physics (STP), developing research infrastructure such as
metadata databases and integrated analysis tools, and training researchers by holding data analysis workshops. More than
200 peer-reviewed academic papers and theses, including acknowledgments to [UGONET, have been published.

IUGONET is now in its third phase, started in FY2021. The activity policies are: 1. Promotion of science activities in the
STP field, 2. International contributions and capacity building, and 3. Promotion of scientific research on innovative areas.
To achieve these objectives, [UGONET is engaged in many activities.

IUGONET has released a metadata format based on the SPASE (The Space Physics Data Search and Extract) metadata
model, which is the most suitable, versatile, and extensible for data in the upper atmosphere, and has been extended with
necessary elements of our own. Our additional elements have been standardized since SPASE version 2.4.2 in cooperation
with the SPASE Consortium. We are also planning to register [JGONET metadata to the Heliophysics Data Portal of NASA,
USA, and to join the World Data System as a network member.

IUGONET supports the publication, sharing, and analysis of data obtained by domestic and international research groups
and projects in the STP field. [IUGONET is also playing a role of data sharing function in the large research project ” Study
of coupling processes in solar-terrestrial system”. In order to search, visualize, and analyze these large and diverse data
efficiently, we are continuously operating and developing the metadata database "ITUGONET Type-A”. In the last fiscal year,
we published a paper summarizing our achievements by [IUGONET Type-A. In recent years, there has been a lot of activity
in assigning Digital Object Identifiers (DOIs) to research data. Thus, we plan to improve IUGONET Type-A so that it can be
linked with a DOI registration system.

As software for visualization and analysis, IUGONET has been released a plug-in for the IDL version of the analysis
tool ”"SPEDAS” and the MATLAB version of the analysis tool "M-UDAS”. In addition, we are developing a plug-in for
the Python version of the analysis tool "PySPEDAS” and making publish through github. Users can learn how to use these
analysis tools on our website and in hands-on seminars held by [IUGONET several times a year. It will help pioneer new
areas of research to hold these hands-on seminars at places where researchers from many fields gather, such as JpGU and
joint workshops.
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J-STAGE Data: A Repository for research data underlying published paper
#Ritsuko Nakajima'),Soichi Kubota®)
(1Japan Science and Technology Agency

1. Introduction

J-STAGEI1] is an electronic journal platform operated by the Japan Science and Technology Agency (JST). J-STAGE
supports scholarly journals published by academic societies and research institutes to enhance international dissemination
and promote open access, aiming to disseminate and rapidly distribute research results in science and technology (including
humanities and social sciences) published from Japan.

Currently, J-STAGE hosts more than 3,700 journals published by about 2,200 organizations in Japan, and research papers,
conference proceedings, and other publications are available to the public, contributing significantly to the openness of re-
search results in Japan.

In March 2020, the repository J-STAGE Data was released as an optional service of J-STAGE to publish data related to
articles. Currently, 33 journals are using J-STAGE Data, and more than 500 article-related data sets are available [2].

2. Domestic and International Trends in Research Data

With the recent trend toward open science, the research workflow and associated scholarly communication have undergone
rapid changes. Research funding agencies around the world have formulated open science policies for research data associ-
ated with research papers, and there is a movement toward recommending or requiring the publication of the data on which
research papers are based for research results. Scholarly publishers have also developed policies for handling research data,
and the journals on such publishers’ platforms have also responded to these policies. It is believed that publishers are devel-
oping their strategies and policies to comply with funding agencies’ requirements. In Japan, the Sixth Science, Technology,
and Innovation Basic Plan [3] describes the management and utilization of research data, and in response to this, there is a
movement to promote the publication of metadata of research data produced in research supported by public funds.

3. J-STAGE Initiatives

Although the way research results are published has changed significantly, journal articles remain an important means of
publication. Moreover, the trend toward the publication of research data is also progressing, with DOIs being registered
independently of journal articles, metadata being distributed, and content being cited like journal articles. In light of this
situation, we will promote the J-STAGE Data platform.

Three years have passed since the service was launched, and we will be continuously promoting expanding the number of
journals using the service and increasing the number of data to be uploaded. However, it seems that there are issues, such
as differences in the momentum for releasing research data among research fields and concerns about the resources and re-
sponsibilities of the editorial board. As a platform, we aim to expand the collaboration to other services in addition to current
linkages with Google Dataset Search and Dimensions so that more researchers can find and reuse the data. This platform will
contribute to the expansion of open science in Japan, as well as to the development of research and development.

References

[1] J-STAGE, https://www.jstage.jst.go.jp/, (viewed 6/2023)

[2] J-STAGE Data, https://jstagedata.jst.go.jp/, (viewed on 2023/6).

[3] The Sixth Basic Plan for Science, Technology and Innovation, https://www8.cao.go.jp/cstp/kihonkeikaku/index6.html,
(viewed on 2023/6).
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International Trend Updates of Open Science including G7 science policy and
community situation
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In recent years, a major challenge in ”data system science” is to develop concepts and practices of science based on the
Open Science principle, the FAIR data principle, and so on. In particular, the open science policy and the research data
management in it will be influential for the behaviour of academic societies, research institutions and individual researchers.

The science policy area, especially internationally, has been discussed in various international frameworks. This paper pro-
vides a compact review of relevant discussions in national governments, international organisations and academic societies,
including discussions on the promotion of open science and the research data management in the G7/G8, as one example.

For example,in 2023, under the G7 Japanese presidency the G7 Science and Technology ministers’ meeting (Sendai) and
the G7 summit meeting (Hiroshima) were held. The ministerial statements have been published in the form of commu-
niques.In 2016, the Open Science Working Group (OSWG) was established under the G7 Science and Technology Ministers’
Meeting. Every year since then, there open science has been on the agenda of the G7 science policy-related meetings, and
the OSWG meeting was held. OSWG discussions and reports have often been reflected in the G7 Science and Technology
ministerial statement.

In this presentation, the author would attempt to discuss the domestic and international situation and direction of interna-
tional open science policy, including how to make science better for the research community and the society, based on such a
top-down approach.
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Metadata conversion to general schema and registration in institutional reposi-
tory to make research data more findable

#Masahito Nose'?),Atsuki Shinbori?),Yoshizumi Miyoshi?), Tomoaki Hori?),Tsukasa Oohira®) ,Junko Hashiba®),Chizuko
Naoe?®) ,Maiko Okamoto®), Takeshi Sagara®) , Takaaki Aoki®),Ichiro Takahashi®) ,Hidekazu Hayashi®),Kazunari Yamada® , Yoshimasa
Tanaka”) ,Shuji Abe®?) Satoru Ueno'®),Shun Imajo'"), Yasuo Saito”)

(ISchool of Data Science, Nagoya City University, ?Institute for Space-Earth Environmental Research, Nagoya
University,®Nagoya University Library,*Info Proto Co., Ltd.,(®Information Technology Office, Information and Communi-
cations, Nagoya University, Information Technology Center, Information and Communications, Nagoya University, (" Polar
Environment Data Science Center, Research Organization of Information and Systems,®Joint Support-Center for Data
Science Research, Research Organization of Information and Systems,International Research Center for Space and
Planetary Environmental Science, Kyushu University,(19 Astronomical Observatory, Graduate School of Science, Kyoto
University, ' DACGSM, Graduate School of Science, Kyoto University

Metadata is referred to data that describe data themselves or contents of the data. In the Inter-university Upper atmosphere
Global Observation NETwork (IUGONET) project, we have been creating metadata for ground observation data in space
physics and populating them into the database since 2009 (http://www.iugonet.org/). The number of metadata stored in the
database has reached approximately 1200. These metadata followed the [IUGONET metadata schema (or data model) version
2.4.0.1, which is an extension of the SPASE (Space Physics Archive Search and Extract) metadata schema version 2.4.0.

The IUGONET metadata database is very useful for researchers to search for data that they need and to obtain detailed in-
formation about the data, although the metadata search is available only through the IUGONET page or NASA Heliophysics
Data Portal. To promote data usage in a wider research community or the general public, it is needed to convert the metadata
database from the SPASE schema to more general one so that the metadata can be ingested into other metadata databases. For
that purpose, we have developed a mapping table from SPASE to the JPCOAR (Japan Consortium for Open Access Reposi-
tory) schema, which has been widely used for scholarly communication and data publication in Japan. Using the mapping
table, we converted 277 metadata files, which describe data created in Nagoya University, to those in the JPCOAR schema.
The converted metadata were registered in the institutional repository of Nagoya University (https://nagoya.repo.nii.ac.jp/).
These metadata are consequently harvested by Institutional Repositories DataBase (https://irdb.nii.ac.jp/), Data Catalog
Cross-Search System (https://search.ckan.jp/), Google Dataset Search (https://datasetsearch.research.google.com/), and other
metadata repositories. We plan to extend the same practice to the other [IUGONET metadata. This will significantly enhance
findability and accessibility of the IUGONET metadata and the research data that they describe.
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Server operation for geomagnetic data service using virtual machine hosting ser-
vice

#Shun Imajol) ,Ayako Matsuoka®) ,Hiroaki Toh!), Yoko Odagil),Yoko Naito!),Keiichiro Fukazawa?

(IData Analysis Center for Geomagnetism and Space Magnetism, Kyoto University,(?Academic Center for Computing and
Media Studies, Kyoto University, ®Data Analysis Centre for Geomagnetism and Space Magnetism, Graduate School of Sci-
ence, Kyoto University

The World Data Center for Geomagnetism in Kyoto, Japan, has been providing the geomagnetic data service for 44 years,
since 1977. We have repeatedly faced the problem of maintaining the server system, both in terms of hardware and operating
systems. To solve this problem, we moved our server systems from an on-site server room to the virtual machine (VM)
hosting service provided by the Institute for Information Management and Communication (IIMC), Kyoto University. The
VM hosting service ensures that free server construction is possible using an occupied server with root privileges, just as
if we had purchased the actual machine. We completed the move of our web server in April 2022, and the data processing
servers in December 2022. The new VM server systems share the database in a network-attached storage installed on the
small device housing provided by IIMC. The VM and the small device housing have a permanent power supply, so our data
services will no longer be interrupted. Our new VM server system effectively reduces the cost and effort required to operate
servers, leading to continuous and long-term data service in the future.
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Earth and Planetary Science Visualization Database for School Education and
Outreach Activities

#Akinori Saito!) , Takuya Tsugawa?), Yoko Odagi®)

(1Graduate School of Science, Kyoto University, ?National Institute of Information and Communications Technology

The digital three-dimensional globe, Dagik Earth is an educational digital tool that displays various Earth and planetary
data in three dimensions and allows users to view the data in a way that is not possible with ordinary images and movies.
It has been developed by Kyoto University and others since 2007 and is used in educational activities at elementary, junior
high, and high schools, as well as in outreach activities for earth and planetary sciences. About 60% of the registered users
of Dagik Earth belong to schools, 30% to universities and research institutes, and 8% to science museums. In schools, it is
used in classes by teachers, and science activities by students.  Scientists use it in outreach activities such as open campus,
science events, and lectures in schools. Dagik Earth can be used in two ways: (A) a three-dimensional display using a
spherical screen, and (B) a flat display using a tablet or other device. (A) is a three-dimensional display using a PC projector
to project images of the Earth and planets onto a spherical screen. This allows visitors to feel as if they are looking down at
the Earth from outer space. In (B), by using digital textbooks and applications, the contents of Dagik Earth can be viewed
by each student at hand. This allows for independent learning, as they can arbitrarily select content, rotate the earth, enlarge
it, and still or play it back. In addition to these digital learning materials, hand-made globe sheets are provided for science
workshops. The database of Dagik Earth is daily updated. The recent observational data such as global clouds are updated
every hour. Some data are updated every year. Some new data are visualized and included in Dagik Earth based on requests
from users. The softwares, tools and documents are also provided to users from the database. Besides operation of database,
the learning courses of Dagik Earth are held on-line and off-line. The lessons learned from the maintenance of Dagik Earth
database will be discussed in the presentation.
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Toward Improved Asia-Oceania Space Weather Data Sharing and Space Weather
Services Coordination

#SEPTI PERWITASARI") Mamoru Ishii'), Takuya Tsugawa®)

(1National Institute of Information and Communications Technology

Space weather has become crucial in modern life since society depends more and more on communications and navigations
system. AOSWA (Asia-Oceania Space Weather Alliance), led by NICT, was established in 2010 for encouraging cooperation
and sharing information among institutes in the Asia-Oceania region concerned with and interested in space weather. How-
ever, many countries in Asia-Oceania are still not actively involved in the space weather community even though some of
these countries have local space weather observations. NICT, through AOSWA, is initiating a survey on the current activities
and needs for space weather impact mitigation of Asia-Oceania countries. Based on the survey result, we will propose how
to connect the local observations with the global network and improve the space weather services coordination through data
sharing, capacity building, and joint research.
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Electrostatic Solitary Waves detection model based on string compression and

string-matching technology

#Ryuichi Mamada®), Akiko Fujimotol) ,Satoshi Kurita? ,Yoshiya Kasahara®) ,Shoya Matsuda® ,Ayako Matsuoka® , Yoshizumi
Miyoshiﬁ) ,Satoko Nakamura”)

(IKyushu Institute of Technology, >Research Institute for Sustainable Humanosphere, Kyoto University, *Emerging Media
Initiative, Kanazawa University,(4Kanazawa University,(SGraduate School of Science, Kyoto University,(GInstitute for Space-
Earth Environement Research, Nagoya University,("Nagoya University

Electrostatic Solitary Waves (ESWs), which are electric field solitary pulses, are frequently observed in the magnetosphere.
ESWs play important roles in the wave-particle interaction as energy exchange between magnetospheric plasma particles.
Methods on detection of ESW waveform have been proposed roughly in terms of image filtering (Kojima et al., 2000) and
time-series filtering (Yagi, 2015). In Kojima et al. (2000), they used a bit-pattern comparison method to extract ESW wave-
forms. Computational cost of this method depends on a size of bit-pattern filter (a table of M x M matrices). In addition,
detected ESW waveforms are limited due to pre-fixed filter. Method of Yagi (2015) can obtain ESW waveforms using median
filters with two frequencies, in order to remove the high-frequency component superimposed on ESW and the low-frequency
component of the background trend variation. This method is also limited to detect ESW waveforms because of frequencies
of the median filters.

In this paper, we propose a new ESW detection model with low computational cost and few restrictions on detectable
waveforms based on the string run-length compression and string-matching techniques. The proposed model consists of four
components: a numeric value-run length compression string converter, an ESW waveform string searcher, a feature quantity
calculator, and an ESW discriminator. A unique feature of this model is that it replaces the ESW waveform pattern recogni-
tion problem with a string-matching problem. The waveform length (=number of data points) of the typical ESW pattern is
longer than the noise waveform length (=more data points). The values for ESW waveform length and waveform pattern are
quantified as three different character string lengths and a character string length compression ratio. The ESW discriminator
obtains discriminant conditions through classification tree learning by giving the above quantified variables as explanatory
variables and ESW correct and incorrect labels as objective variables.

We use the electric field data (E;;, parallel to the magnetic field) obtained by the Waveform Capture (WFC) of the Plasma
Wave Experiment (PWE) onboard the Arase satellite, during 2017/8/414:28:04 to 2017/8/414:28:09 (5 seconds). The 5-
second data are divided into 0.1-second intervals, training data are used randomly selected 10 dataset of 0.1-second intervals
(1 second in total), and the remaining 4-second data is validation data. The recall (r), the precision (p), and the F-value (f)
as model accuracies are calculated for the learning result of decision tree using the training data, and we select seven tree
models with relatively high accuracy values as candidate ESW detection models. The performance experiment of these mod-
els applied to validation data and resulted in high accuracy with the recall (r=0.56), the precision (p=0.87), and the F-value
(f=0.68) for the model of the character string length compression ratio 17 %. We will present more detailed specifications
and improvements for the proposed model.
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A Machine Learning Model for Predicting Satellite Charging in the Aurora Belt
#Yusuke Umeda),Mariko Teramoto!), Teppei Okumura?),Seiichi Koga?),Nobutaka Tanishima?) Hiroyuki Okamoto®) ,Akitoshi
Hanazawa')

(1Kyushu Institute of Technology, >Tukuba Space Center, Japan Aerospace Exploration Agency

In the auroral zone, electrons accelerated up to several keV can cause surface charging of low-altitude artificial satellites.
JAXA is developing an artificial satellite for debris removal, which requires contact with debris. When the artificial satellite
is surface charged during debris removal and the potential difference between the debris and the artificial satellite is high, a
discharge may occur, which is dangerous. Therefore, if the surface charging status of the artificial satellite can be predicted,
the operation can be stopped, and accidents can be prevented.

The surface charging of low-altitude artificial satellites is caused by auroral electrons (Anderson et al., 2012). Since
auroras occur in response to changes in solar wind, this study uses solar wind data to predict whether a frame of artificial
satellite orbiting in the auroral zone will charge or not using machine learning. In previous studies, auroral prediction has
been conducted using solar wind conditions (Newell et al., 2002; 2014). However, no research has been conducted on
predicting surface charging of artificial satellites in low earth orbit (LEO) from solar wind conditions. Moreover, developing
a prediction model of satellite surface charging in LEO is novel.

In this study, to create a machine learning model for predicting surface charging of artificial satellites, a training dataset
was created using the solar wind OMNI and DMSP (Defense Meteorological Satellite Program) satellite SSJ (Special Sensor
J) data. To create surface charging labels, outlier detection was performed using the DMSP/SSJ data. In addition, only data
where the satellite is located in the auroral zone are included in the data set. It is because surface charging does not occur
when the satellite is not in the auroral zone, which is independent of solar wind parameters. Furthermore, the balance of
data between charging and non-charging events was also considered. Since non-charging events were clearly more abundant
and the dataset was imbalanced, undersampling was performed to adjust the ratio of charging to non-charging data to be
comparable.

We used XGBoost and Transformer and compared their accuracy. In XGBoost, solar wind data was treated as structured
data, while in Transformer solar wind data was treated as time series data. As a result of training with the created dataset,
XGBoost achieved a classification accuracy of 0.88 in AUC (Area Under the Curve), showing very good classification
performance.

From these results, we can develop an effective machine learning model for predicting surface charging of LEO satellites
using solar wind data. This model has the potential to contribute to the safety improvement of the JAXA’s debris removal
satellite under development in the future. Specifically, by predicting the surface charging status of the satellite in advance, it
is expected to minimize the risk of discharge during debris removal work and achieve safe and efficient operation.
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Automated detection of Field Line Resonances using Machine Learning Algo-

rithms

#Yuki Obana®),Satoko Saita?),Akiko Fujimoto®), Tanja Petersen*),Marijn Thornton*),Malcolm Ingham® ,Craig J. Rodger®
(Unternational Research Center for Space and Planetary Environmental Science, Kyushu University,(*National In-
stitute of Technology, Kitakyushu College,®Kyushu Institute of Technology,(*GNS Science,(®Victorial University of
Wellington, 6 University of Otago

As a step in introducing deep learning to solar-terrestrial physics, we attempted to construct a classification model that
learned from geomagnetic data and was able to determine the presence or absence of field line resonances.

It is well known that the field line resonance frequency can be detected with accuracy by comparing the geomagnetic data
of two stations at different latitudes. The field line resonance frequency can be used to estimate the plasma mass density in
the magnetosphere.

Since the beginning of the 2010s, at three mid-latitude geomagnetic stations in New Zealand (Middlemarch, Eyrewell
and Te Wharau), we have been measuring 3-component geomagnetic data every second. In recent years, several additional
geomagnetic stations have been established by the New Zealand Solar Tsunamis research project, which focuses on
geomagnetically induced currents (GICs).

The extensive dataset provides opportunities to enhance research, but at the same presents challenges due to its size.
Therefore, it will be highly useful, if it becomes possible to automatically analyze a large amount of the geomagnetic data.

First, we created a teaching dataset using geomagnetic data for about one year by classifying the days when the field line
resonances were clearly visible and the days when it was not visible. A convolutional neural network (CNN) was trained on
these teaching data, and hence created a model which automatically detects magnetic field line resonances. In addition, we
improved the existing algorithm (Berube et al., 2003) which detects the field line resonance frequency, by using a parameter
calculated in the process in which our model judges the geomagnetic data.

In the presentation, we will introduce our results and discuss future issues and prospects.
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Investigation of data repository software for open science
#Yukinobu Koyama®)
(IKINDAI University Technical College

The Harverd Dataverse is operated as certified data repository, and Nature Scientific Data which is one of the major data
journals recommend to use the repository.

The Harvard Database is operated by using Dataverse which is a research data repository software. Then we try to install,
configure, and operate the software for testing.

In this presentation, we considers the difficulty of managing research data repositories from a software perspective.
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Latest status of the data management of the SuperDARN network
#Nozomu Nishitani),Akira Sessai Yukimatu?® , Tomoaki Hori')
(nstitute for Space-Earth Environmental Research, Nagoya University,(?National Institute of Polar Research / SOKENDAI

The Super Dual Auroral Radar Network (SuperDARN) is a network of high-frequency (HF) radars located in the high- and
mid-latitude regions of both hemispheres that have been operated under an international collaboration joined by more than 10
countries. The radar network has been used to study the dynamics of the ionosphere and upper atmosphere on a global scale
with a temporal resolution of at least 1 to 2 minutes. At present, there exist a total of more than 35 SuperDARN radars, and
there are also going to be new radars. The rawacf data, containing Doppler spectra information, has been published with DOIs
since 2021. Major topic discussed at the recent SuperDARN PIs meetings are as follows: 1) Multichannel / large range gate
number data management. 2) Data embargo period. 3) Analysis software update. 4) Checking of the data file integrity. These
and other topics related to the present status and future perspectives of the data management of the SuperDARN network,
will be introduced.
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Rubric development for improving research data management (RDM) skills and

education (3)

#Toshihiko Iyemori),Shoji Kajita!) Janice Smith?) Jacques Raynauld® Masahito Nose®) Tadaaki Aoka® Shoichiro
Hara®) Naoki Miyano")

(IKyoto University, *Karuta Project,®Nagoya City University,(*Nagoya University, °Nagoya University

We are developing rubrics for skills improvement and education in research data management (RDM) for graduate
students and young researchers. Thus far we have created rubrics for the individual fields of Earth science, material
science, humanities, and inter-disciplinary research. They consist of four spreadsheets in line with the stages of research
progress, which we have identified as “planning data”, ”organizing data”, “analyzing data”, and ”sharing or publishing data”.
Each sheet shows four stages of achievement ranging from “beginning, developing, enhancing, to completion. Noting the
similarities in the existing rubrics, we have also created a more general basic rubric of RDM skills shared across fields. In

our presentation, we will illustrate the criteria in the basic rubric in more detail.
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